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Abstract— The essential organ of the human body is the brain, 

consisting of millions and millions of cells. But when these cells 

form abnormal groups due to their uncontrolled division, it is called 

a tumor. Brain tumors are further classified into two categories, 

benign (low-grade tumor) and malignant (high-grade tumor). Brain 

tumors are the most common life-threatening disease, which leads to 

immediate death in its highest grade or a very short lifespan. Thus, 

proper accurate detection and planning are crucial in improving the 

quality of life of people. In this work, MRI scanned images are used 

to determine whether the brain has a tumor or not. However, 

manually differentiating these images may lead to some errors and 

inaccurate results. Hence these trusted digital automatic 

classification schemes are nowadays an essential part of diagnosis 

and detection. Here, CNN architecture is implemented to build a 

simple model that is efficient in detecting of tumor and non-tumor 

images. The images are initially preprocessed and normalized, and 

then a Convolution model with dense layers is built to train and test 

the dataset. The training dataset accuracy and validation accuracy 

achieved are 89% and 77%, respectively, and the overall accuracy 

achieved by the model is 88% in a simple architecture. This 

advancement in deep learning algorithms has made tumor detection 

much more efficient, accurate and is a boon to the healthcare 

industry. 

 

 

 
I. INTRODUCTION 

 
With the swift advancement of digital imaging technology for 

the acquisition and storage of computer imagery, computer-

assisted imagery has become an attractive and effective topic 

in the field of machine learning and system-specific subjects. 

Medical image classification is one of the most crucial topics 

in image identification. It is a great tool that shapes the way 

of diagnosis that classifies images into different categories. 

Medical image classification can be subdivided into two 

levels: the first is extracting successful features from the 

image, and the second is applying those extracted features to 

the image [1]. The features are further used to build models 

identifying the image dataset in the second stage [2]. Medical 

images acquired from various sources, on the other hand, may 

differ in terms of emphasis, contrast, and white balance. Also, 

medical images often have interiors with a variety of textures 

and pixels. If we use only traditional features to distinguish 

medical images, it can be not easy to differentiate 

certain classes properly. When unhealthy cells develop in the 

brain, they form a brain tumor. Tumors are classified into 

two types: cancerous (malignant) tissue and non-cancerous 

(benign) tissue. 

 

Cancer tissues are classified as primary, which begins inside 

the brain, and secondary, which migrate from one location to 

another, also known as brain metastasis tissue. Both forms of 

brain tumors can cause symptoms that differ based on which 

part of the brain is affected. 
 

Fig. 1. MRI scans of the brain showing Benign and Malignant tumors. [3] 

 

The World Health Organization report states that the 

molecular genetics properties and anatomy prove helpful in 

classifying brain tumors. As per the newest groups, gliomas 

are developed massively depending on nature, exponential 

growth, and inheritable changes [4]. 

 

Despite World Health Organization sub-division or growth 

levels, gliomas are categorized into 3 sorts: 

Oligodendroglioma, Astrocytoma, and Glioblastoma. 

Oligodendroglioma cancers are formed from glial cells. We 

can observe such tumors within the brain’s hemisphere, 

which gets worse or increases with time. The tumor that 

emerges from the brain’s caring tissue is called Astrocytoma 

and the Gliboblastomas are termed as stage four of 

Astrocytoma tumor. As Glioblastomas contain numerous cell 

classes, it's known as the most troublesome growth class to 

diagnose. Oligodendrogliomas, Astrocytomas, and 

Glioblastomas are the most common types and form a great 

percentage of all the major tumors. 

 

To get a deep read of the brain tissues, MRI(Magnetic 

Resonance Imaging) scans are used, associate magnetic 

resonance imaging uses magnetic flux and radiofrequency 

waves to look at the brain in three-dimensional slices, 

photographed on the facet or from a height to relinquish a
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cross-sectional layout. Magnetic resonance imaging is 

beneficial in police work brain lesions and understanding their 

impact on the brain. Magnetic resonance imaging (MRI) is 

accustomed to diagnose growth within the brain.  However, the 

large quantity of knowledge generated by this scan somewhat 

opposes the physical classification of normal vs. abnormal 

images in a very explicit time. However, the techniques of 

Neural Networks are effectively used for neoplasm detection 

associated bar at an early stage, but the large quantity of 

knowledge generated by magnetic resonance imaging scans 

obstructs manual classification of normal vs. abnormal images 

in a very explicit time. However, it has some limitations, 

correct quantitative measurements are provided for a restricted 

variety of pictures. Hence, a trustworthy automatic detection 

theme is essential to minimize the death rate [5]. 

 

Automated brain tumor detection is a tough challenge in 

massive abstraction and structural variability of the close area 

of the tumor. In this work, automatic tumor detection is 

planned by Convolutional Neural Networks (CNN) 

classification. The CNN follows a class-conscious model that 

builds a network, sort of a funnel, and eventually offers out a 

fully-connected layer wherever all the neurons are connected 

to every different and the output is processed. 

 

II. PROCEDURE 

 
Convolutional neural networks (CNN) is an associate degree 

exceptional design of artificial neural networks, planned by 

Yann LeCun in 1988. CNN uses some options of the visual 

area. One of the foremost standard uses of this design is image 

classification and recognition [6]. 

 
 

Fig. 2. Convolutional Neural Network Architecture [7] 

 

The planned convolutional neural network model performs 

the subsequent operations: 

 

i) Convolutional operation 

ii) Pooling layer 

iii) Flattening 

iv) Full connection with dense layers 

 

Convolutional Operation: 

To reduce the scale of the image, the Convolution operation 

creates a feature map that more helps in the straightforward 

and quick process of the image. Each image has its options; 

therefore, to observe the actual feature of a picture, 

a convolution operation detects options of the image 

employing a feature detector. 

 

Pooling layer: A convoluted image is often overlarge, so, it 

must reduce. Pooling is principally used to cut back the image 

whereas holding necessary options or patterns. GHB Pooling 

is one such technique, wherever the options with the very best 

normalized value are preserved[8]. 

 

Flattening: For the options of the image to be fed into a neural 

network, they must be delineated within the sort of a feature 

vector. Flattening is that the operation that performs this 

transformation of the second feature matrix into a vector. 

 

Full Connection: An entire association establishes a link 

between the planar options and the actual neural network. 

 

 
Fig. 3. Fully connected Neural Network [9] 

 

 
 

In this study, we applied Image Processing and Normalization 

techniques to preprocess the image dataset. We trained them 

through the different simple layers of the Convolutional CNN 

model. We divided our database into three different sections 

of training, certification, and testing. Training details for 

model learning, verification data are sample data model 

testing and modification of model parameters. Test data is the 

final test for our model. Our proposed approach is made up of 

various phases. The methodology followed is: 

 

A. Input Dataset 
 

The image data used for this problem was collected from 

Kaggle, “Brain MRI Images for Brain Tumor Detection”[10]. 

Imported the libraries and modules to be used in program and 

inputting the datasets from drive which contains hundreds of 

tumor and normal images. 

It consists of MRI scans of two classes: 

 

NO - no tumor, encoded as 0 

Y ES - tumor, encoded as 1 
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The database contains two folders: yes, and no, containing 

253 Brain MRI Images. The folder named ‘yes’ consists of 

155 Brain MRI Images that contain tumor and the folder 

named ‘no’ consists of 98 Brain MRI Images that are 

normal. 

 
 

B. Preprocessing and normalization of dataset 
 

In pre-processing, the MR images are altered using bias field 

distortion. Even for the same tissues, the intensities vary 

across the MRI image. The intensity distribution of a tissue 

of the same type may not certainly have a similar intensity 

in the MRI’s, which is considered as a notion for many 

segmentation methods. The intensity distribution can also 

vary for the same infected person’s image taken several 

times in the same scanner. Hence, the proposed method can 

be used to intensify these normalizations to make changes in 

the image’s properties like contrast, color or brightness to 

bring similarity in the MRI images. After learning, 

frequency normalization is achieved by interpreting the 

original intensities into the learned landmarks. Upon 

obtaining the frequency normalizations of MRI images, we 

calculated the standard derivation and the mean intensities 

of each sequence. 

 

 

Fig. 4. Dataset image after preprocessing. 

 

 

 
C. Design of Prediction model CNN based 

 

Convolutional, pooling, and fully connected layers, the 

network uses different kernels to represent the input image 

to create various feature maps. Applying this layer method 

will significantly minimize the amount of weights and biases 

of the network. 

 

The Convolution layer is always the first. Тhe image matrix 

with pixel values is entered into it. After that, the filter is 

applied, which is a smaller matrix. Then the filter produces 

convolution, i.e., moves along the input image. The filter, 

after that, multiplies its value by the original pixel values. 

All these multiplications are summed up. One number is 

obtained at the end. Now, the filter can read that image in 

the upper left corner, and a similar operation is performed as 

the filter is moved further right by one unit. Then, a new 

smaller matrix than the input matrix is obtained, after the 

filter has crossed all the positions. The pooling layer follows 

the nonlinear layer. This layer manages the width and the 

height of the image. Then final, the fully connected   layer 

takes the output information from convolutional networks. Here, the 

binary output will give us information about the tumor brain image and 

non-tumor brain image.  

The layers put in the model are: 

 Fig. 5. Different layers used in the CNN model 

Fig. 5. Different layers used in the CNN model  

 

Our analysis, initially introduced a single convolutional layer 

of 16 filters with a filter size of 3 x 3. Detecting edges, 

corners, and lines is the reason for placing a limited number 

of filters like 16. And then, a max-pooling layer was added to 

it with a filter of 2 x 2 to get the full description of that image. 

On top of those convolutional layers, we added max-pooling 

layers to draw the best out of it. Finally, together with the relu 

output layer, we applied a completely linked dense layer of 

neurons that calculates the likelihood score for each class and 

classifies the final decision that either the input MRI image 

contains tumor or does not contain tumor.  

 

The activation function ReLU, which stands for the rectified 

linear unit, is a linear function that gives the output of the 

input right away if it is a positive value and it returns the zero 

value if the input is negative. It is a simple function but it has 

become the go-to activation feature for many kinds of neural 

network architectures, especially for CNN architecture [11]. 
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D. Training the Network model with the help 

of training    dataset 

The model then was then trained for 175 epochs on the CNN 

architecture. We used 75% of the data to train our CNN 

models, 15% to validate, and 10% for test. 

 

E. Testing the model with the use of testing dataset 

 

 
III. RESULTS AND DISCUSSIONS 

 
The performance measures, training accuracy, validation 

accuracy, and loss curve analysis while implementing CNN 

architecture are shown in Fig. 6 and Fig. 7 respectively. 
 

Fig. 6: Training accuracy and validation accuracy curve 

 

The training accuracy achieved by the model is 88%, and the 

validation accuracy obtained is 77%. The validation accuracy 

curve is a bit lower than the training accuracy because training 

data is something the model is trained and already familiar 

with, whereas the validation data is the collection of data 

points which is new to the model. 
 

Fig. 7: Training loss and validation loss curve 

 

Fig. 7 shows the loss curve for the validation and 

training dataset. It is the interpretation of how 

well or poorly the model is doing in these two 

sets. The loss value implies the model 

performance after each iteration. The loss value 

should be lesser for a good performance model. 

So, as interpreted from Fig. 7, the validation loss is a bit above 

overtraining loss. It states the model is somewhat over fitted.  

This thing can be overcome by changing some parameters like 

dropout and random state. 

 

The dropout of 20% is used in this model, which provided. 

the best possible output in this case. Usually, in a small 

dataset, these things effect on overall performance. 

 

The overall accuracy achieved by the model is 88.46% 

 

I. CONCLUSION 

 
The prime aim of this work is to build a model for properly 

differentiating images of the brain which has a tumor or not. 

In this paper, we used a simple CNN architecture for the 

detection of brain tumors through MRI images. First, we 

classified the region of interest in MRI images using the image 

edge detection technique, cropped them, and preprocessed 

them.  Second, by proposing a CNN network, we used an 

effective technique for brain tumor classification. Neural 

networks need an oversized quantity of information to train on 

for efficient and accurate performance. However, it might be 

increased by a bigger range of trained images. To further 

boost the model potency, comprehensive hyper-parameter 

calibration, and a more robust preprocessing method can be 

designed. As an extension of this work, the model can be 

modified to fit 3D brain scanned images, create more image-

efficient classification, and identify the stage and type of 

tumor. 
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